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Videos

Image with Time

A video Is a sequence of images
4D Tensor: Tx3xHXx W
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Example Task: ?

Input: TX3XHXW



Example Task: Video Classification

Swimming
Running

Jumping

Eating

Input: TX3XHXW



Problem!

Video are a series of images!

Video are ~30 frames per second

Size of uncompressed video bytes for pixe)

SD (640x480) -> ~1.5GB/minut
HD (1920x1080) -> ~10GB/minut

Input: TX3XHXW



Possible
Solution?




Solution

Spatio-Temporal reduction

Video are ~30 frames for second

SD (640x480) -> ~1.5GB/minut
HD (1920x1080) -> ~10GB/minut

Low fps and low spatial resolution

T=16 H=W=112

Input: Tx 3 x Hx W 3.2 seconds at 5fps -> 588KB



Solution - Train on Clips

Raw video - Long, high FPS
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Single-Frame CNN

Simple ldea -> train 2D CNN to classify each frame video.

Strong Baseline for video classification

Very computational expensive method

Running Running Running Running Running Running

CNN CNN CNN CNN CNN CNN
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Late Fusion

Get High-Level appearance of each frame, and combine them.

Hard to compare low-level motion between frames

Class C
4

MLP

4
Flatten

TDH'W’

ITXDXH xW

T

2D CNN

/CEN\ /CEN\ /CEN\ /CEN\ /CEN\ /CEN\
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on each frame

Input:
Tx3xHxXxW




Early Fusion

Compare frames with very first conv layer, after that normal 2D CNN

One layer of temporal processing may not be enough

Class C Dx Hx W
* A
2D CNN
3 xHx W
Input:

Tx3xHxXxW
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3D CNN

3D versions of conv ad pooling to slowly fuse temporal information over the course of the network

Class C
4
Each layer in the network is a
3D CNN 4D tensor: DX T xH X W

Input:
Tx3xHxXxW
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Difference with time
2D Convolution

activation map

__— 32x32x3image

5x5x3 filter
32

28

>

convolve (slide) over all spatial
locations

32 28
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Difference with time

3D Convolution

6X6X6 conv

Input:
CxTxHxW

5x5x5 conv

16

Ax4x4 conv\\

FC
Layer



Difference with time
2D Conv vs 3D Conv

2D Convolution 3D Convolution



Early Fusion Vs Late Fusion Vs 3D CNN

Size Receptive Field
Layer (CxTxHxW) (TxHXxW)
Input 3x20x64x64
Late Conv2D(3x3, 3->12) 12Xx20X64x64 1x3x3
Fusion
Conv(3x3) O000000000

00000000 RO
nnut @QOO00000®
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Early Fusion Vs Late Fusion Vs 3D CNN

Size Receptive Field
Layer (CxTxHxW) (TxHXxW)
Input 3x20x64x64
Late Conv2D(3x3, 3->12) 12x20x64Xx64 1X3x3
Fusion Pool2D(4x4) 12x20x16x16 1x6x6

Pool(4x4)

Conv(3x3)

Input
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Early Fusion Vs Late Fusion Vs 3D CNN

Size Receptive Field
Layer (CxTxHxW) (TxHXxW)
Input 3x20x64x64
Late Conv2D(3x3, 3->12) 12x20x64Xx64 1X3x3
Fusion Pool2D(4x4) 12x20x16x16 1x6x6
Conv2D(3x3, 12->24) 24x20x16x16 1x14x14

Conv(3x3)

Pool(4x4)

Conv(3x3)

Input
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Early Fusion Vs Late Fusion Vs 3D CNN

Size Receptive Field
Layer (CxTxHxW) (TxHXxW)
Input 3x20x64x64 Build slowly in space,
Late Conv2D(3x3, 3->12) 12x20x64Xx64 1X3x3 All at once in time at end
Fusion Pool2D(4x4) 12x20x16x16 |1x6X6 a
Conv2D(3x3, 12->24) 24x20x16x16 1x14x14
GlobalAvgPool 24x1x1x1 20X 64 x 64

GlobalAvg

Conv(3x3)

Pool(4x4)

Conv(3x3)

21

Input



Early Fusion Vs Late Fusion Vs 3D CNN

Late
Fusion

Early
Fusion

3D CNN

Layer

Input

Conv2D(3x3, 3->12)
Pool2D(4x4)
Conv2D(3x3, 12->24)
GlobalAvgPool

Input

Conv2D(3x3, 3*20->12)
Pool2D(4x4)
Conv2D(3x3, 12->24)
GlobalAvgPool

Input

Conv3D(3x3x3, 3->12)
Pool3D(4x4x4)
Conv3D(3x3x3, 12->24)
GlobalAvgPool

Size

(CxTxHxW)

3x20x64Xx64
12 x20 x 64 x 64
12x20X16X16
24 x20x16x16
24x1x1x1

3x20x64Xx 64
12 X 64 x 64
12X16% 16
24 x16 x 16
24 x1x1

3x20x64x64
12 x20 X 64 x 64
12 x5x16x 16
24 x5x16x 16
24x1x1

Receptive Field
(TxHXxW)

1%x3X3
1 XG6X6
1x14x 14
20X 64 x64

20X 3 X3
20X6X6
20x14x 14
20X 64 x 64

IXIX3
6EX6X6
14x14x 14
20x 64 x 64

22

Build slowly in space,
All at once In time at end

Build slowly in space,
All at once Iin time at start

Build slowly in space and build slowly in time



Difference with time
2D Conv vs 3D Conv

2D Convolution 3D Convolution

Temporal shift-invariance since each filter slides over time!

No temporal shift-invariance!

Input Output Input Output
C. xTxHxW C,.xHxW C. xTxHxW C,.XTxHxW

out out
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Example Video Dataset
Sport-1M

ultramarathon heptathlon ongboarding
track cycling half marathon decathlon bikejoring aggressive inline skating
road bicycle racing running hurdles harness racing freestyle scootering
marathon marathon pentathlon skijoring frecboard (skateboard)
ultramarathon inline speed skating sprint (running) carting sandboarding

1 milion YouTube videos annotated with 487 labels of different type of sports
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Early Fusion Vs Late Fusion Vs 3D CNN

Sports-1M Top-5 Accuracy

Inll

Single Early Late _
Frame Fusion Fusion CNN \

3D CNNs have improved
a lot since 2014

85
80
s
70

3x3x3 conv is very expensive!




C3D - The VGG of 3D CNNs

3D CNN that uses all;
- 3X3x3 convolution

- 2X2X2 pooling

Released model retrained on Sports-1M

Many people used this as a video feature extractor

26

Layer
Input

Convl (3x3x3)
Pooll (1x2x2)

Conv2 (3x3x3)
Pool2 (2x2x2)

Conv3a (3x3x3)

Conv3b (3x3x3)
Pool3 (2x2x2)

Conv4a (3x3x3)

Conv4b (3x3x3)
Pool4 (2x2x2)

Convb5a (3x3x3)

Conv5b (3x3x3)
Pool5
FC6
FCT
FCS8

Size

3x16x112xX112

64x16x112x112

64 X 16 X 56 X 56

128 x 16 X 56 x 56

128 X 8 X 28 X 28

256 X 8 X 28 x 28

256 X 8 X 28 X 28
256 x4 x 14 x 14

512x4x14x 14

512 x4x14 x 14
512X 2XTXT

SI2X 2% TEXT

512 X 20¢T % T
512 %13 %3
4096
4096
C



C3D - The VGG of 3D CNNs

3D CNN that uses all:
- 3X3Xx3 convolution

- 2X2X2 pooling

Released model retrained on Sports-1M

Many people used this as a video feature extractor

AlexNet -> 0.7 GFLOP
VGG16 -> 13.6 GFLOP
C3D -> 39.5 GFLOP
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Layer
Input

Convl (3x3x3)
Pooll (1x2x2)

Conv2 (3x3x3)
Pool2 (2x2x2)

Conv3a (3x3x3)

Conv3b (3x3x3)
Pool3 (2x2x2)

Conv4a (3x3x3)

Conv4b (3x3x3)
Pool4 (2x2x2)

Convba (3x3x3)

Conv5b (3x3x3)
Pool5
ECH
EFCT
FC8

Size

3x16x112x112

64x16x112x 112

64 X 16 X 56 X 56

128 X 16 X 56 X 56

128 x 8 x 28 X 28

256 X 8 X 28 X 28

256 X 8X 28 x 28
256 x4x14x 14

512 x4x 14 x 14

512 x4 X% 14 x 14
S12X2X1T X T

SLZYX 2T X T

512 x2XTXT
5121 X 3%3
4096
4096
C

MFLOPs

1.04

11.10

9:95

11,10

201

5.59

0.69

0.69

0.51
0.45
0.05



Early Fusion Vs Late Fusion Vs 3D CNN

Sports-1M Top-5 Accuracy
85

80

84.4
80.2
a1
70

Single Early Late 3D C3D
Frame Fusion Fusion CNN



Recognizing Actions form Motion

Easily recognize actions using only motion information




Optical Flow

Separating Motion and Appearance

Image at frame t + 1
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Optical Flow

Separating Motion and Appearance

Image at frame t + 1

/s ' -~ - - - - - - - - - -
’ " - - - - s s e e -
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E = © ///W T .
\ T ZZZZZ =

F(x,y) = (dx, dy)

Displacement filed F between images [, and [, ,

Where each pixel will move in the next frame:

L. (x+dx,y+dy)=1(x,y)
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Optical Flow

Separating Motion and Appearance

Local Motion

Displacement filed F
between images /, and [,

, ' ] o - - - - C g - - - -
4 2 - -
- - - - - - -
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S AR

- ~ ' ‘

g E //WWZ/?:’_, a i .
, ) ATTEET e Horizontal flow dx
’ ///7/////’%’, )
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Where each pixel will move in the next frame: ‘
F(x,y) = (dx, dy)

Il‘+1(x T dxay + dy) — It (X, y)

Vertical flow dy

Image at frame t + 1

32



Two-Stream Networks

Separating Motion and Appearance

input
video

3XHXW
Spatial stream ConvNet
conv1 || conv2 || conv3 || conv4 || conv) full6 full7 ||softmax
IX7x96 || 5x5x256 || 3x3x512 || 3x3x512 || 3x3x512 4096 2048
stride 2 || stride 2 || stride 1 || stride 1 || stride 1 || dropout || dropout
| norm. norm. pool 2x2
single frame pool 2x2 || pool 2x2
P
. Temporal stream ConvNet
. conv1 || conv2 || conv3 || conv4 || conv) full6 full7 ||softmax
IX7X96 || 5x95x256 || 3x3x512 || 3x3x512 || 3x3x512 4096 2048
stride 2 || stride 2 || stride 1 || stride 1 || stride 1 || dropout || dropout
. norm. || pool 2x2 pool 2x2

. optical flow

class
score
fusion

[2*(T-1)]xHXxW

~— Early Fusion

33




Two-Stream Networks

Separating Motion and Appearance

Accuracy on UCF-101
90

80 33 7JS6-9 838
70 73

:

50

3D CNN Spatial only Temporal Two-stream Two-stream
only (fuse by (fuse by
average) SVM)
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Problem!

What about long-term structure?

Theoretically we know how to handle sequences

How about Recurrent Networks?

First event 3D CNN Second event

~ 5 seconds

35



Modeling long-time temporal structure

Extract features
with CNN

! ! ! ! ! !
/CNN\/CNN\ /CNN\/CNN\ /CNN\/CNN\.




Modeling long-time temporal structure

Process local features using recurrent network (es. LSTM)

Extract features
with CNN

/CNN\/CNN\/CNN\/CNN\/CNN\/CNN\

—_—nmn
Time




Modeling long-time temporal structure

Process local features using recurrent network (es. LSTM)

Many to one -> one output at end of video

Extract features
with CNN

?

/CNN\/CNN\/CNN\/CNN\/CNN\/CNN\

—_—nmn
Time




Modeling long-time temporal structure

Process local features using recurrent network (es. LSTM)

Many to many -> one output per video frame

Extract features
with CNN

t f t f f f

/CNN\/CNN\/CNN\/CNN\/CNN\/CNN\

—_—nmn
Time




Modeling long-time temporal structure

Inside CNN -> Each value is a function of a fixed temporal window

Inside RNN -> Each vector is a function of all previous vectors

Can we merge both approaches?

Extract features
with CNN

/CNN\/CNN\/CNN\/CNN\/CNN\/CNN\

_—_—
Time
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Recurrent Convolutional Network

Entire network uses 2D feature maps -> CxH x W

Multi-layer RNN

Three-layer RNN

Depth ¢

Yo

Y1

Y2

i

Y3

Ya

[

h3,

h3— h;

il

T T 1 T

1

Ys

1

= h33

1

—a h3,

il

—t h3s

— h3g

1

T

—t h2,

T

—t h%;

T

hi,

T

¢ h25

—t h%g

— h12

—T-‘

el h13

T

—T-'

Xo

—T-'

—» h15

P h16

Ye

1

il

T

X2

X3

Use different weights at each layer Share weights across time
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L

7

Feature from layer L
Time t-1

/

L

Feature from layer L - 1
Time t

/.

N

RNN-like
recurrence

42

Recurrent Convolutional Network

old state

fwilht_l, x,)| input vector

Recall{ A,

new state

some function with
parameters W

L/
/

Feature from layer L
Time t



Recurrent Convolutional Network

Recall: #,_; = tanh(W, h, + W x)

[ / L /

2D Conv

e
W,
/ / Replace all matrix multiply with 2D convolution
Feature from layer L
Time t-1

tanh

Feature from layer L
Time t

[ / L /

2D Conv

N
N

Feature from layer L - 1
Time t



Modeling long-time temporal structure

Infinite temporal extent

!

!

!

Pt

RNNSs are slow for long sequences

Infinite temporal extent

!

!

I

Recurrent

CNN

—_—
—_—
—_—
—

44

Finite temporal extent

I I

/CNN\/CNN\

S ———
Time

Recurrent
CNN

Time



Spatio-Temporal Self-Attention

Input clip

3D CNN

CxTxHxW

Nonlocal block
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patio-Temporal Self-Attention

Input clip

Queries
CxTxHxW

Keys
CxTxHxW

3D CNN

CxTxHxW

Values
CxTxHxW

Nonlocal block
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Spatio-Temporal Self-Attention

Input clip

Queries

C'xTxHxW Transpose
P Attention Weights

THW x THW

Softmax
() —>

Keys
CxTxHxW

3D CNN

CxTxHxW

Values
CxTxHxW

Nonlocal block
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Spatio-Temporal Self-Attention

Input clip

Queries
C'xTxHxW Transpose
P Attention Weights
THW x THW
Softmax
(%) —>
Keys
CxTxHxW
3D CNN
CxTxHxW
Values CxTxHxW
CxTxHxW
(%) —>

Nonlocal block
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Spatio-Temporal Self-Attention

Input clip

Queries

CxTxHxW Ti
ansSposs Attention Weights
THW x THW
Softmax
(%) —>
CxTxHxW
Keys
CxTxHxW
3D CNN
CxTxHxW

Values CxTxHxW

CxTxHxW
(%) —>

Nonlocal block

49



Spatio-Temporal Self-Att

Input clip

3D CNN

ention

Queries
CxTxHxW

Keys
CxTxHxW

CxTxHxW

Values
CxTxHxW

Nonlocal block

50

Transpose

&)

Attention Weights

Softmax

—

THW x THW

(3) —>

Residual Connection

CxTxHxW

CxTxHxW



Spatio-Temporal Self-Attention

Input clip

3D CNN

We can add nonlocal blocks into existing 3D CNN architectures

51

\

3D CNN

3D CNN

Running



Inflating 2D Networks to 3D

Can we reuse image architectures for video?

|dea: take a 2D CNN architecture

Inception Block: Original

Replace each 2D K, x Ky, conv/pool layer t

Concatenate
‘ 5x5 Conv 3x3 Conv 1x1 Conv
1x1 Conv 1 t
I 1x1 Conv 1x1 Conv

Previous layer

52



Inflating 2D Networks to 3D

Can we reuse image architectures for video?

ldea: take a 2D CNN architecture
Replace each 2D K, x Ky, conv/pool layer

With 3D K, x K; x Ky version

t

Inception Block: Inflated

Concatenate

1

1

5X5%5
Conv

il ibal
Conv

3X3X3
Conv

IX1x1
Conv

53

Ix1Ix1 1x1x1
‘ Conv Conv

Previous layer




Inflating 2D Networks to 3D

Can we reuse image architectures for video?

C,, x K, x Ky,
|dea: take a 2D CNN architecture
Replace each 2D conv/pool layer with 3D version
l Copy kernel K,
, , times, divide by K,
Duplicate input
Can use weights of 2D convolution to l K, times

initialize 3D conv -> copy K, time in space
and divide by K,

This gives the same result as 2D conv given

. . AR C,,xK xK,x K
constant video input 3x K, x Hx W o

54

HxW

lOutput is the same

TxHxW



Vision Transformers for Video

Factorized attention Pooling module Video masked autoencoders
Attend over space/time Reduce number of tokens Efficient scalable pretraning

MLP
| e l—»CIass i

| Add& ]
> Norm
Transformer |Encoder \ P /;/;//
N HW x .7V 08 Encoder Decoder l Supervision
Position + Token t = ki :
| MLP | B
{ [ Softmax ] F e
[ Layer Norm ] y e —— '
_,Q_y 7'y THW x THW THW x D Input video Tube masking Running cell masking
e <] M
‘ _ _, Lx [self-attention [ E/IatMul sencile = ]
=fl=+ p —® THW x D THW x D
- =l 39 Q K Cube embedding
: "z.:'r.." = — Embed e - Multi-Head l | Pool ‘ I Latent representation
: : gens DZ;Z;?S]%CT POOIQ OAO - P(A)LOIK P(A)LOIV Learnable mask token nd e _>©—> = —> . =
- = : P S ~THW x D . THW x D . THW x D
- Reconstructed pixel
s Al )
@m ) | Linear Linear | Linear \
A ) % . _'/A
THW x D
Bertasius et al, “Is Space-Time Attention All You Need for Video Fan et al, “Multiscale Vision Transformers”, ICCV 2021 Wang et al. VideoMAE V2: Scaling Video Masked Autoencoders with Dual Making.
Understanding?”, ICML 2021 Li et al, “MViTv2: Improved Multiscale Vision CVPR 2023.
Arnab et al, “ViViT: A Video Vision Transformer”, ICCV 2021 Transformers for Classification and Detection”, CVPR 2022 Tong et al. Video MAE: Masked Autoencoders are Data-Efficient Learners for Self-
Neimark et al, “Video Transformer Network”, ICCV 2021 Supervised Video Pre-Training. NeurlPS 2022.

Feichtenhofer et al. Masked autoencoders as spatiotemporal learners. NeurlPS 2022.
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Vision Transformers for Video

o0 Top-1 Accuracy on Kinetics-400

90
80

70
60
50
40
30
20
10

0

Per-frame CNN+LSTM Two-Stream Inflated 13D  SlowFast MViTv2-L VideoMAE
CNN CNN 16x8+NL V2-g
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Can you guess the action? Weightiifting

Appearance Slow motion

Fast motion

Fast motion appearance

el
»-u—'VJ""
1 BEl | FF




Can you guess the action? Apply eye makeup

Appearance Slow motion Fast motion

Fast motion appearance




Video Understanding with Audio

Pretraining

avg logits

| classifier | ! | classifier |

[ % =t e st e =t mw t = e = e = e = e et % = v e W M w4 s s ks s w % s e s % = % s % = % e st =t = s et s = b w4 e s -

Multimodal Bottleneck Transformer

Multimodal Video

Multimodal
Bottlenecks

RGB frame patches Audio spectrogram patches

|

W

Attention Bottlenecks for Multimodal Fusion, Nagrani et al. NeurlPS 2021

Absent-activity learning

(" Audiovisual MAE
Target domain audio .
l Audio encoder Aiidio prediction Target domain Absent-activity loss Encoder

I A(") S e P e ~— — -
! I — RORRERCL b | | ¢
- : : : Decoder
! I | Pseudo-absent ot s k
}‘ — » | : 1i fabal isual prediction —

—————— -l N —— |
Source domain audio  Audio-based attention TrARSTorrHar I:I-I]]]]_
¥()
io- : Groundtruth
Target domain video Attention vector Audio-balanced learning EEE EEEE :m]]]:[[l "_

Source domain Audio-balanced loss
Visual encoder

weights
—Q— i
- = —_— ,’
2=, /'.I' = ," e
P ———— 7’0‘, @ (A8 &
Visual prediction & '™ LY -y

Activity class |

V(- TR T -T) =~
0 I = ;- A\NT %, Clustering fiNnng N AA Qe [I]ﬂﬂh
¢ 74 A \Fa! S P -
| L =
| _V—, | '
i

Source domain video

Audio-Adaptive Activity Recognition Across Video Domains, Audio-Visual Masked Autoencoders. Georgescu et al. ICCV 2023.

Zhang et al. CVPR 2022
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Video Understanding with (M)LLMs

A

1

Original Video Tokens Ooooooo-0o0o0

agooooooo--ao0

\) Video-ChatGPT Response oooooooo-000 |-» . > Video 1 tokens

S This video is taken in New York City, especially in the vicinity of the Statue of Liberty. The A

I 1

LLM LLM LLM LLM
Projection Projection Projection Projection Projection
Image Video Visual Image Video
Encoder Encoder Encoder Encoder Encoder
VideoLLaMA3: The boy in the image 1 has blonde hair, and the man in video 1 is diving.
Image Text Video Text Image Video Text Image Video Text A
MniGPT-4 / InstructionBLIP Video-ChatGPT VideoChat / Video-LLaMA Macaw-LIM / X-LLM Pre-trained Large Language Model
'/ --------------------------------- \ * *
LLM ! LLM ! Query: What color is the boy‘s hair in the image 1? What is the man doing in video 1? [ Projection ]
I 1
1 A 1 *
I L e e— —— — — — — — — — — — — — — — — — — — — — g e— — — — — — — —
! Share Projection [ .= : : I = R T
Projection o ! : : | Dynamic Resolution Input | | Dynamic Vision Tokens |
I 1
Select image : Pre-align ' | 1 I I lmagc 1 tokens I
Sfeatures I ! | I I L
1 ! " g3/ r 1
Image | Image Video | | Height: Height:| | Height; = | opooooo-noo
Encoder E Encoder Encoder E | i 8o 2 _:_) 2 § _)l
! t A ! \ g =
Image Video Text I\ Image Video Text /I Width: 500 S edith: 640 > : : Image 2‘ tokens
--------------------------------- [ 1
ImageBind-LLM / LLaMA-Adapter Video-LLaVA (Ours) image ] T Image 3 | | 000D00D0-~-000
Image 2 ] I
Video-LLaVA: Learning United Visual Representations by Alignment Before Projection. .../ e ———————————— ) |  lmage3 tokens
I
I
I
I

oooooooo-o00on
GFDDDDDDmea

statue is shown in the background, and the video also shows the city skyline in the background.

2B yideo-ChatGPT : | 0000000O~000
Large Language Model (Vicuna, v1.1) | gooooooo--ooo
$ |_ Video 1 J \ / I_ |

Jossaiduio))
03PIA

I
I
I
|
Lin et al. EMNLP 2024 :
I
I
I
I

System Command Lineér Layer (\, User Query
‘[;",_fg;‘“ Xiﬁig;?'fiﬁg‘;ﬁ;gi Temporal Features Spatial Features Wheriali(znﬂ;izm;idef’ . . . . . .
i bl Y s VideolLLaMag3: Frontier Multimodal Foundation Models for Video Understanding.
e Spatial Pooling ;y Temporal Pooling Zhang et al . arX|V 2025
ALl ifid A y

Video-ChatGPT: Towards Detailed Video Understanding via Large Vision and Language Models.

Maaz et al. ACL 2024.
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